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connecting the compound-dependent CRY stabi-
lization with period lengthening. Because CRY
proteins are targets of an E3 ubiquitin ligase
complex SCFFBXL3 and degraded through the
ubiquitin-proteasome pathway (19–21), we tested
the effect of KL001 on CRY1 ubiquitination in
vitro in a lysate of HEK293T cells transiently
overexpressing CRY1-Flag. The compound
(50 mM) inhibited ubiquitination of CRY1 and
showed only a little effect on the CRY1D387N
mutant (fig. S13). Moreover, siRNA-mediated
depletion of FBXL3 in U2OS reporter cells dim-
inished the effects of KL001 on the period and
Per2 reporter intensity without affecting long-
daysin effects (Fig. 3F and fig. S14). These re-
sults indicate that KL001 inhibits FBXL3- and
ubiquitin-dependent degradation of CRY pro-
teins and further support the selectivity of the
compound.

We then used KL001 in combination with
mathematical modeling to explore how KL001-
mediated CRY stabilization results in period
lengthening and to define the roles of the seem-
ingly redundant CRY isoforms in the clock mech-
anism. We constructed a simple mathematical
model of the PER-CRY negative feedback loop
(Fig. 4A and fig. S15A) (14). The model success-
fully reproduced period shortening and length-
ening by dose-dependent knockdown of Cry1
and Cry2, respectively (22) (fig. S15B), and also
period shortening by stabilization of cytosolic
CRY2 (23) (fig. S15C). For period lengthening
by KL001-dependent CRY stabilization, the mod-
el predicted that the stabilization occurs in the
nucleus (Fig. 4B, left panel, and fig. S15D).
Indeed, amounts of CRY1 and CRY2 proteins
were increased and sustained, respectively, in a
nuclear fraction of unsynchronized U2OS cells
afterKL001 treatment, although amounts of PER1
were reduced (fig. S16). Furthermore, in silico
stabilization of nuclear CRY2 in aCry1 knockout
background and nuclear CRY1 in a Cry2 knock-
out background both caused period lengthening
(Fig. 4B, middle and right panels). Consistent
with this prediction, continuous treatment with
KL001 lengthened the period in bothCry1 knock-
out and Cry2 knockout fibroblasts in a dose-
dependent manner (Fig. 4C and fig. S17, A and
B). Similarly, the compound caused period length-
ening in CRY1 knockdown and CRY2 knock-
downU2OS cells (fig. S17C) and in SCN explants
from Cry1 knockout and Cry2 knockout mice
(fig. S17D). Thus, both CRY isoforms share a
similar functional role in the period regulation,
despite different free-running periods in their
knockouts (Fig. 4A).With both CRY1 and CRY2
feedback loops intact, the nuclear CRY1/CRY2
ratio controls the period in a bidirectional man-
ner; that is, more CRY1 causes longer periods
and more CRY2 causes shorter periods (fig. S15,
B and C).

In the liver, CRYproteins negatively regulate
fasting hormone–induced transcription of the Pck1
and G6pc genes, which encode rate-limiting en-
zymes of gluconeogenesis (4, 5). We therefore

tested the effect of KL001 on expression of these
genes in mouse primary hepatocytes. KL001 re-
pressed glucagon-dependent induction of Pck1
and G6pc genes in a dose-dependent manner
without affecting their basal expression (Fig.
4D). Consistent with this result, KL001 treatment
repressed glucagon-mediated activation of glu-
cose production (Fig. 4E). This repression was
specific, because basal glucose production (Fig.
4E) and cellular lactate dehydrogenase activity
(fig. S18) were unaffected. Altogether, our results
demonstrate the potential of KL001 to control
fasting hormone–induced gluconeogenesis. Giv-
en that human genome-wide association studies
identified an association of the CRY2 gene locus
with fasting blood glucose concentrations and
presentation of type 2 diabetes (24, 25), KL001
may provide the basis for a therapeutic approach
for diabetes.
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Extreme Bendability of DNA Less
than 100 Base Pairs Long Revealed
by Single-Molecule Cyclization
Reza Vafabakhsh1 and Taekjip Ha1,2*

The classical view of DNA posits that DNA must be stiff below the persistence length [<150 base
pairs (bp)], but recent studies addressing this have yielded contradictory results. We developed a
fluorescence-based, protein-free assay for studying the cyclization of single DNA molecules in real time.
The assay samples the equilibrium population of a sharply bent, transient species that is entirely
suppressed in single-molecule mechanical measurements and is biologically more relevant than the
annealed species sampled in the traditional ligase-based assay. The looping rate has a weak length
dependence between 67 and 106 bp that cannot be described by the worm-like chain model. Many
biologically important protein-DNA interactions that involve looping and bending of DNA below
100 bp likely use this intrinsic bendability of DNA.

Bending and looping of lengths of DNA
below 100 base pairs (bp) is ubiquitous in
cellular processes such as regulated gene

expression in bacteria and eukaryotes (1, 2),
packaging of DNA in viral capsids, and DNA
storage complexes in eukaryotes (3). Quantify-
ing the intrinsic bendability of DNA at these bi-

ologically important length scales is essential for
understanding DNA-protein interactions. Accord-
ing to a widely used approximation, DNA duplex
is modeled as an elastic rod and its mechanical
properties are described by the worm-like chain
(WLC) model. Persistence length (lp) is a mea-
sure of the bending rigidity of DNA; for a DNA
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molecule that is several kilobasepair (kbp) or
longer, lp can be readily measured using single-
molecule manipulation tools and is about 50 nm
or 150 bp (4). In this framework, formation of
DNA loops or sharp bends over length scales
shorter than lp incurs a large energetic cost that
makes the probability of their spontaneous for-
mation vanishingly small.

Many approaches have been developed to
quantify and model the inherent flexibility and
bendability of DNA at short length scales. In the
cyclization assay, the ligase protein traps DNA
molecules in the looped conformation, and then
the looped and unlooped populations are separated
based on their different gel mobility (5). Recent
experiments using this assay and other techniques
have challenged the classical picture of DNA as
an elastic rod (6). Cyclization of DNA fragments
of ~100 bp using the ligase assay yielded up to
four orders of magnitude higher cyclizability ( j
factor) compared to the prediction of the WLC
model (7). However, this extraordinary result was
questioned and attributed to too high a ligase
concentration used in the experiments (8). Small-
angle x-ray scattering was used to measure end-
to-end distance variations of short DNA fragments
labeled with gold nanoparticles. These experi-
ments suggested a cooperative stretching behav-
ior over two helical turns (9); however, some
aspects of the data are still paradoxical (10–12).
Analysis of DNA images acquired using atomic
force microscopy also deduced lower bending
energies than WLC predicts (13). However, this
method is indirect, is based on surface absorp-
tion of DNA molecules, and does not provide
any dynamic information.

Contradictory and inconclusive results from
these measurements call for a more direct ap-
proach to quantify flexibility of DNA on short
length scales. In addition, most existing bulk ap-
proaches suffer from inherent limitations, such
as limited range of physical conditions and for-
mation of by-products other than monomer DNA
circles, that limit their applicability to other sys-
tems. For example, due to nonspecific interactions
of DNA and the ligase protein, the ligase-based
assay may not be suitable for studying cycliza-
tion of very short DNAmolecules (14). Moreover,
looping events cannot be detected in real time
using bulk techniques. Because of geometrical
and technical limitations, single-molecule DNA-
stretching approaches cannot be used to study
the mechanics of very short DNA molecules.
Even for a moderate length of DNAwith several
hundred bp, many corrections are required to ac-
count for the finite chain length and the boundary
conditions (15). In addition, because of the rela-
tively long persistence length of double-stranded

DNA (dsDNA), even 100 femto-Newton of force
makes configurations with sharp local bending in-
accessible. Therefore, DNA responses measured
by mechanical stretching would not include any
contribution from such sharply bent conforma-
tions even if they existed in a relaxed DNA.

We developed a cyclization assay, based on
single-molecule fluorescence resonance energy
transfer (smFRET) (16, 17), for directly moni-
toring the cyclization of single DNA molecules
(Fig. 1A) (18). To avoid dimer formation during
long-term observation, DNA molecules are im-
mobilized on a polymer-coated surface through
a biotin linker attached to a base at an internal
DNA location. We avoided motifs such as A tracts,
which are known to induce considerable intrin-
sic curvature (19). The DNA probe is a duplex
with single-stranded extensions on both 5′ ends.
Each DNA molecule is labeled with Cy3 (do-
nor) and Cy5 (acceptor) fluorophores at the 5′
end of the strands. Single-stranded overhangs

are complementary so that hybridization will trap
the DNA molecules in the looped state. In the
unlooped state, the donor and acceptor are dis-
tant from each other and the molecules show zero
FRET. Looping brings the dyes close to each other,
and the DNA molecules exhibit a high FRET
signal. Therefore, the looped state can be clearly
distinguished from the unlooped state based on
the FRET value and the relative intensities of do-
nor and acceptor (Fig. 1B).

The experiment starts in a buffer without added
ions in order to strongly favor the unlooped state.
Introducing a buffer containing high concentra-
tions of Na+ or Mg2+ can stabilize the looped state.
Depending on the lengths of the DNA duplex and
the single-stranded overhangs, different behav-
iors were observed during the probing time win-
dow, typically ranging from less than 1 min to up
to 4 hours. DNA molecules formed stable loops,
showed dynamics between looped and unlooped
conformations, or exhibited no looping events.
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Fig. 1. (A) Donor (Cy3) and acceptor (Cy5) labeled DNA molecules were immobilized on the surface via
biotin-neutravidin interaction. (B) Fluorescence images of single 91-bp DNA molecules in correspond-
ing donor and acceptor channels are shown before (left panels) and 20 min after adding high salt (1 M
NaCl) buffer (right panels). Scale bar, 5 mm. (C) Histograms of FRET efficiency as a function of time
(t = 0 is when high salt was introduced) show the evolution of looped (high FRET) and unlooped
(low FRET) populations. (D) Fraction of looped DNA (high FRET population) as a function of time,
measured from the histograms in C. An exponential fit to this curve gives R. Error bars indicate T
SEM; n = 5.
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For example, for a 91-bp initial dsDNAwith 10-
nucleotide (nt) overhangs, looping was nearly
irreversible and the looped high FRET state
accumulated to saturation within about 20 min
(Fig. 1, C and D). In this case, the looping rate

R could be determined by fitting the time evo-
lution of the looped population with a single ex-
ponential function (Fig. 1D).

We measured R for a series of DNA mole-
cules with a 10-nt overhang on each end and

with the circular size ranging from 67 to 106 bp
(the circular size is the circumference of the DNA
circle formed after looping and is therefore the
sum of the initial dsDNA length and the over-
hang length). The measured looping time, 1/R,
varied from less than 10 min to more than 200
min (Fig. 2A, black squares). This 20-fold change
in the looping times is smaller than expected; we
expected that DNA much shorter than the per-
sistent length would take considerably longer
to form a loop. However, the result is qualitatively
consistent with the observations that short DNA
loops induced by the lac repressor and AraC
protein can form efficiently in vivo and in vitro
(2, 20–22), which suggests that the protein-
induced looping may use the intrinsic flexibility
of the DNA. Also, our result is consistent with a
recent study which predicted that bending ener-
gy for short DNA loops would be independent
of the loop length (13). In addition to the length
dependence, a variation in looping rate depend-
ing on the angular phase between the two cohe-
sive ends would be expected. Indeed, our data
displays oscillation in R with a period of about
one helical turn (see data points between 93 and
106 bp).
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Fig. 3. (A) Representative fluorescence intensities (top, green for donor and
red for acceptor) and corresponding FRET efficiency (bottom, blue) time traces
measured from a single DNA molecule in 750 mM NaCl. The DNA has 91-bp
initial dsDNA with 8-nt single-stranded overhangs. The arrow indicates a direct
acceptor excitation to verify that the acceptor has not photobleached. (B) Loop-
ing and unlooping rates as a function of [NaCl]. The DNA has 91-bp initial
dsDNA with 8-nt single-stranded overhangs. (C) kon measured as shown in
fig. S2 shows the same 3-fold increase as the looping rate with increasing

[NaCl]. Data are means T SEM (n ≥ 300 molecules). (D) The model to relate
R, kon, and apparent j factor. (E) j factor for surface-tethered DNA (black
squares) and vesicle-encapsulated DNA (red circles). (F) Measured j factor for
surface-tethered DNA (black squares) and vesicle-encapsulated DNA (red
squares). Solid black curve is the Shimada-Yamakawa prediction for DNA
cyclization. Dashed line and dotted line are the WLC predictions for the j
factor of DNA circles with free boundary condition and for DNA molecules
with 5-nm capture radius, respectively. Error bars indicate T SEM; n ≥ 3.
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We performed a variety of controls to con-
firm that the unexpectedly weak length depen-
dence of the looping rates was not an artifact of
our experimental scheme. First, to rule out pos-
sible contributions from surface tethering and
internal biotin labeling, we repeated the experi-
ments for DNA molecules without any internal
modification and confined in 200-nm-diameter
phospholipid vesicles that are permeable to ions
(23). Because infusion of 1 M NaCl ruptured the
vesicles, we instead used 10 mM Mg2+ to stabi-
lize the looped state. This is the same ionic con-
dition used in the standard ligase assay. For five
DNA constructs ranging from 94 to 105 bp, the
looping times were similar between the vesicle
encapsulated measurements and the surface mea-
surements (Fig. 2A, red squares). Because DNA
bending and torsional rigidity are sequence de-
pendent (24), it remained possible that the high
flexibility we observed was due to an extraordi-
narily flexible sequence. Therefore, we measured
the looping times for a series of DNA constructs
with identical loop length and overhang sequence
but different internal base composition (Fig. 2B).
We found that our standard sequence (R73) is not
an outlier in terms of the looping rate. The DNA
derived from a nucleosome positioning sequence
(TA) (25) showed much faster (by a factor of
35) looping than our standard sequence R73 (7).
We also examined the looping behavior of se-
quences with potentially curvature-inducing A
tracks, (A)n— where n = 0, 10, 17, 26, or 38 con-
secutive A bases embedded in an otherwise ran-
domly chosen sequence—and found that the
looping rate varied from a factor of more than
30 higher (n = 0) to a factor of 2 lower (n = 26)
than that of R73. The two orders of magnitude
difference in the looping time for these sequences,
despite the fact that the final 12 bp of these du-
plexes on both ends are similar, rules out duplex
end opening as a possible mechanism for the
rapid looping observed in our assay.

Changing the length of overhang to 8 nt al-
lowed us to observe real-time looping-unlooping
dynamics (Fig. 3A) and evaluate the rates directly
as a functional of salt. Although the unlooping
rate did not change between 0.5 M and 2 M Na+,
the looping rate increased by a factor of 3 in this

range (Fig. 3B). However, because we observed
the same increase in the bimolecular annealing
rate (Fig. 3C), we can attribute the acceleration
in looping at higher salt solely to the annealing
enhancement. Therefore, monovalent ion concen-
trations above 0.5 M do not have a detectable
effect on dsDNA flexibility (3).

We also investigated the effect of the single-
stranded overhang length on the stability of DNA
loops. Decreasing the overhang length from 10 nt
to 9 or 8 nt while maintaining the initial duplex
sharply increased the unlooping rate by about
two orders of magnitude without an appreciable
change in the looping rate (fig. S1A). Likewise,
the equilibrium fraction of the looped state be-
came progressively smaller by shortening the
overhang (fig. S1B). Therefore, the main effect
of longer overhangs in our assay compared to
the 4-nt overhangs typical in the ligase assay is
to increase the lifetime of the looped state. When
a DNA loop forms, internal elastic energy stored
in the loop is expected to provide a shear force
that promotes unlooping. Indeed, we found that
8 bp of duplex melts 20 times as fast in a DNA
circle as in a DNA dimer, likely due to internal
tension in a circle that is absent in a dimer (see
supplementary text and fig. S1C).

R can be calculated as the product of the bi-
molecular association rate kon between 10-nt-long
complementary strands and the effective concen-
tration of one end of DNA in the vicinity of the
other end, which we call the apparent j factor, japp
(5) (Fig. 3D). Using a similar surface-based assay
but for intermolecular annealing (see supple-
mentary text and fig. S2), kon was measured to
be 0:78 T 0:07� 106M−1s−1 in 1 M NaCl and
0:26 T 0:04� 106M−1s−1 in 10 mMMg2+, both
consistent with an earlier estimate for short oli-
gonucleotide annealing (26). The corresponding
apparent j factors, calculated using japp ¼ R=kon,
are shown in Fig. 3E. Our calculated apparent j
factors, along with the prediction of the WLC
model (27, 28), are plotted in Fig. 3F. The solid
line and the dashed line are the j factor for a semi-
flexible polymer with parallel and free bound-
ary conditions, and the dotted line is the j factor
for a polymer with free boundary condition and
5-nm capture radius (the two ends anneal when

they are closer than 5 nm) (29, 30). The measured
japp values matched the theoretical prediction for
201-bp DNA but deviated from the theoretical
values by orders of magnitude for the shortest
lengths examined, even under the most liberal
boundary condition.

Our observation that the looping rate does not
drop precipitously with decreasing DNA length
is in stark contrast to the steep drop in the j factor
predicted by the WLC model. In many biolog-
ically relevant protein-DNA interactions, such as
in some genetic switches, the DNA bendability
plays an important role in determining the state
of the switch by controlling the concentration
of one protein binding site in the vicinity of the
other binding site (1, 31). Our assay samples
such an equilibrium in which two DNA ends
are in close proximity but not annealed (dashed
box in Fig. 4A). In contrast, the ligase assay sam-
ples the equilibrium of the annealed state (dashed
box in Fig. 4B) (5). The equilibrium looped pop-
ulation, which is the substrate for ligase protein,
is very sensitive to the unlooping rate (figs. S1A
and S1B). The looping rate is biologically more
relevant because it reports on how quickly two
regions of DNA are brought into close proxim-
ity, whereas the unlooping rate is additionally in-
fluenced by the melting rate of the short duplex
formed. Our assay could independently measure
the looping rate without being affected by the
loop instability caused by internal tension in the
short DNA circles. Many DNA binding proteins
may have evolved to use the high flexibility of the
DNA to capture and further stabilize transiently
bent or looped DNA conformations.

Extended WLC models have previously been
developed to explain the high flexibility of short
DNA by allowing for the formation of tempo-
rary bubbles (32) or kinks (33), and molecular
dynamics simulations observed the emergence of
kinks in small DNA minicircles (34, 35). Others
accommodate high bendability of short DNA by
introducing nonharmonic elastic behavior (13).
To gain insight into the mechanism of facile loop-
ing, we performed experiments on DNA constructs
with a single backbone nick, double nicks, or a
single-bp mismatch in the middle and observed
one to two orders of magnitude higher looping rate
compared with our original DNA constructs (figs.
S3A and S3B). This considerable enhancement in
the looping rate confirms that stable defects such as
a single-bp mismatch or a nick can enhance global
cyclizability of DNA, suggesting that similar but
transient defects, if they are frequent enough, may
explain the extreme bendability observed here.
However, determining whether the high bendability
of DNA at short length scales comes from transient
kinks or bubbles or stems from anharmonic elas-
ticity of DNA requires improved computational
methods and further studies.
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Network Context and Selection in the
Evolution to Enzyme Specificity
Hojung Nam,1* Nathan E. Lewis,1,3*‡ Joshua A. Lerman,2 Dae-Hee Lee,1† Roger L. Chang,2

Donghyuk Kim,1 Bernhard O. Palsson1‡

Enzymes are thought to have evolved highly specific catalytic activities from promiscuous
ancestral proteins. By analyzing a genome-scale model of Escherichia coli metabolism, we found
that 37% of its enzymes act on a variety of substrates and catalyze 65% of the known metabolic
reactions. However, it is not apparent why these generalist enzymes remain. Here, we show that
there are marked differences between generalist enzymes and specialist enzymes, known to
catalyze a single chemical reaction on one particular substrate in vivo. Specialist enzymes (i) are
frequently essential, (ii) maintain higher metabolic flux, and (iii) require more regulation of
enzyme activity to control metabolic flux in dynamic environments than do generalist enzymes.
Furthermore, these properties are conserved in Archaea and Eukarya. Thus, the metabolic
network context and environmental conditions influence enzyme evolution toward high specificity.

Ancestral enzymes are proposed to have
exhibited broad substrate specificity and
low catalytic efficiency (1). Through mu-

tation, duplication, and horizontal gene transfer,
gene families diversified and promiscuous en-
zymes apparently were refined to exhibit specific
and more efficient catalytic abilities (2, 3). Thus,
today’s metabolic enzymes are commonly as-
sumed to be “specialists,” having evolved to cat-
alyze one reaction on a unique primary substrate

in an organism. However, some enzymes are “gen-
eralists” that promiscuously catalyze reactions on
a variety of substrates in vivo (2) or exhibit mul-
tifunctionality by catalyzing multiple classes of
reactions, often at different active sites (4). Thus,
a fundamental question arises: Why do some en-
zymes evolve to become specialists, whereas oth-
ers retain generalist characteristics? By analyzing
enzyme functions and properties in experimental
data and in silico metabolic network models, we
show that the in vivo biochemical network con-
text in which an enzyme resides may influence
the evolution of enzyme specificity.

How many metabolic enzymes are general-
ists? To answer this question, we used a com-
prehensive reconstruction of the Escherichia coli
K-12MG1655metabolic network,which accounts
for the metabolic functions of 1260 gene products
(28% of the predicted and experimentally val-
idated open reading frames in E. coli) (5), which
contribute to 1081 enzyme complexes analyzed
in this study. In the reconstruction, we define a

reaction as a unique set of substrates that are
chemically transformed into a unique set of
products. With this definition, we classified 677
enzymes as specialists because they catalyze one
unique reaction and 404 as generalists because
they catalyze multiple reactions. Thus, we esti-
mate that 37% of metabolic enzymes in E. coli
are generalists, most of which exhibit substrate
promiscuity (fig. S1A). Furthermore, specialist
and generalist enzymes catalyze 454 and 859
metabolic reactions, respectively, distributed across
many metabolic subsystems (Fig. 1, A and B).
Thus, contrary to the textbook view of enzymes
as “specific catalysts,” generalist enzymes have
a prominent role in E. coli, catalyzing at least
65% of the nonspontaneous metabolic reactions.

We performed several network-wide analyses
to provide additional support for our estimates
and the classification. First, we found that almost
all genes in the network have been well char-
acterized and studied in more than 61,727 pub-
lished studies (fig. S1D). Second, we found no
correlation between our classification and knowl-
edge depth, i.e., neither specialist nor generalist
enzymes had been studied in more depth (fig.
S1E). Third, our generalist enzymes did not like-
ly include many latent promiscuous reactions
measured in vitro that likely do not occur in vivo,
because 85% of the generalist enzymes reactions
(GERxns) were active in silico in common growth
conditions. This is the same percentage seen for
specialist enzyme reactions (SERxns) (fig. S2).
Fourth, because enzyme classification may vary
with further study, we tested the sensitivity of the
results presented in this work. We found the re-
sults to be qualitatively robust with improvements
in the metabolic network from the discovery of
new enzymes, variations in enzyme classifica-
tion, and the exclusion of promiscuous enzymes
or multifunctional enzymes from the generalist
class (fig. S3). Although transporter reactions
were not included in the groups of SERxns or

1Department of Bioengineering, University of California San
Diego, La Jolla, CA 92093–0412, USA. 2Bioinformatics and
Systems Biology Graduate Program, University of California
San Diego, La Jolla, CA 92093–0412, USA. 3Wyss Institute for
Biologically Inspired Engineering and Department of Genetics,
Harvard Medical School, Boston, MA 02115, USA.

*These authors contributed equally to this work.
†Present address: Systems and Synthetic Biology Research
Center, Korea Research Institute of Bioscience and Biotechnol-
ogy, 125 Gwahak-ro, Yuseong-gu, Daejeon 305-806, Korea.
‡To whom correspondence should be addressed. E-mail:
nlewis@genetics.med.harvard.edu (N.E.L.); palsson@ucsd.
edu (B.O.P.)

www.sciencemag.org SCIENCE VOL 337 31 AUGUST 2012 1101

REPORTS

 o
n 

N
ov

em
be

r 
28

, 2
01

2
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 

http://www.sciencemag.org/

